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1 Introduction

1.1 Overview of This Dissertation

Schanuel’s Conjecture has a cornucopia of interesting consequences, from such intuitive, but
surprisingly yet unproven, statements, like the algebraic independence of the numbers e, eπ, ee, ei

to deep model-theoretic results, like the decidability of the real field with exponentiation [20].
Several fundamental theorems of Transcendental Number Theory are partial cases of Schanuel’s
Conjecture. One major part of this Dissertation is devoted to proving in detail the Lindemann-
Weierstraß Theorem.

In Section 1, we provide basic definitions and results we take for granted.
In Section 2, we state the conjecture and give some preliminary consequences, which may

be conjectures or known results.
In Section 3, we consider four Theorems, which are at the heart of Transcendental Number

Theory: the Lindemann-Weierstraß Theorem, the Gel’fond-Schneider Theorem, Baker’s Theo-
rem, and the Six Exponentials Theorem. Each is considered in some sense an improvement of
the previous ones, and the proofs respectively grow in complexity. We provide a proof of the first
and last of these, highlighting our main contribution to this project throughout the exposition,
and outline the middle two. We completely restructure the proof of the Lindemann-Weierstraß
Theorem in hopes of making the main ideas more transparent and easily seen; to this aim, we
needed to adapt several of the auxiliary propositions from the literature, and formulate several
different from the ones found in the literature used. Our proof of the LW Theorem follows
from the exposition in [6], which uses only the basic notions of Complex and Real Analysis and
thus is accessible to undergraduate students. Our main contribution consists of restructuring
the proof presented in [6] and correcting various omissions, inaccuracies, and errors, which of
course do not affect the natural approach of making this proof more transparent and accessible.

In Section 4, we provide two very interesting consequences of Schanuel’s Conjecture, and
survey several other fascinating corollaries.

Finally, in Section 5, we provide applications of Schanuel’s Conjecture in Model Theory,
with the most important two being a (very brief) overview of Zilber’s pseudoexponentiation,
and the decidability of the real field with exponentiation under Schanuel’s Conjecture.

1.2 Some Notation, Definitions, and Preliminary Results

Principle. [6] The Fundamental Principle of (Transcendental) Number Theory states that there
is no integer N satisfying 0 < N < 1.

1.1 Notation. If X is any set and M ∈ N+, then [X]M denotes the set of all subsets of X
consisting of exactly M different elements, i.e.

[X]M = {A : A ⊂ X : |A| = M}.

1.2 Notation. We use the following standard notations:

• N for the natural numbers (0 is included in N)

• N+ for the positive natural numbers

• Z for the integers

• Q for the rational numbers

• R for the real numbers
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• C for the complex numbers

• Re(z) for the real part of z ∈ C

• Im(z) for the imaginary part of z ∈ C

• Q for the set of algebraic numbers

• If K is a field, K[z1, . . . , zn] denotes the ring of all polynomials in n variables z1, . . . , zn
and with coefficients in K

• If p(z) = anz
n + . . .+ a1z + a0 ∈ Z[z] we say that p(z) is a polynomial in variable z with

integer coefficients. When an = . . . = a0 = 0, we call the polynomial the zero polynomial.

1.3 Definition. If an 6= 0 we say that the degree of p(z) is n, and an is called the leading
coefficient of p(z). We write deg(p) = n. If an = 1, then p(z) is called monic.

1.4 Definition. A number α ∈ C is called algebraic if it is a zero of some nonzero polynomial
p(z) ∈ Z[z], or equivalently, the zero of a nonzero polynomial with rational coefficients. We call
α ∈ C an algebraic integer if moreover the polynomial p(z) is monic.

1.5 Definition. A polynomial p(z) ∈ Z[z] (alternatively - in Q [z]) is called irreducible if it
cannot be factored into two polynomials in Z [z] (or Q [z]), each having a strictly smaller degree
than p(z).

1.6 Theorem. [28] If α ∈ Q then there is a unique monic irreducible (over Q) polynomial
f ∈ Q [z] satisfying f(α) = 0.

1.7 Definition. We call the above polynomial p(z) the minimal polynomial of α. We define
the degree of α, denoted deg(α), to be deg(p).

1.8 Definition. If α ∈ Q, we define the conjugates of α to be the zeros in C of the minimal
polynomial of α.

1.9 Note. Some basic facts about algebraic numbers:

1. The set Q is countable (this follows from the countability of Z);

2. Q contains the set {p+ iq : p, q ∈ Q},

3. Since Q is dense in R, this implies that Q is dense in C.

1.10 Theorem. [28] The set Q with the operations of complex addition, subtraction, multipli-
cation and division is a field.

1.11 Definition. [18] Any field L containing the field K, is called a field extension of K, and
denoted by L ⊃ K. If L ⊃ K and α ∈ L \ K, we can define a field extension K (α) of K
as the smallest subfield of L containing K and α, and denote it by K (α). We say that the
field K (α) is a field extension of K generated by α. If α1, . . . , αn ∈ L \K, we can analogously
define K (α1, . . . , αn), and it can be shown that K (α1, . . . , αn) = K (α1) (α2, . . . , αn) = . . . =
K (α1, . . . , αn−1) (αn).

1.12 Example. The complex numbers C are an extension field of the real numbers R, generated
by i; in other words, C = R (i). The field Q

(√
2
)

= {a + b
√

2 : a, b ∈ Q} is the subfield of R,

generated by
√

2 over Q.
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1.13 Definition. [27] Let L ⊇ K be a field extension and {a1, . . . , an} ⊂ L. We say that
a1, . . . , an are algebraically dependent over K if there exists a nonzero polynomial f ∈ K[x1, . . . , xn]
such that f(a1, . . . , an) = 0. We say that a1, . . . , an are aglebraically independent over K if they
are not algebraically dependent.

1.14 Definition. (paraphrase from [27]) Let L ⊃ K be a field extension. We say that a subset
{a1, . . . , an} ∈ L is a transcendence basis of L over K if the following properties hold:

1. a1, . . . , an are algebraically independent over K,

2. if β ∈ L, then β is algebraic over the field K (a1, . . . , an).

It is fairly standard to show that

1.15 Proposition. [18] If L ⊃ K and a1, . . . , an, b1, . . . , bm ∈ L are such that both {a1, . . . , an}
and {b1, . . . , bm} are maximal algebraically independent sets, then m = n.

Hence, we are justified in making the following definition, in analogy to basis of a vector
field:

1.16 Definition. The transcendence degree of a set S over a field K, denoted trdegK(S), is
the size of the maximal subset S′ of S such that S′ is algebraically independent.

Or, alternatively,

1.17 Definition. The transcendence degree of a field extension L overK, denoted by trdegK(L),
is the cardinality of any transcendence basis of L over K.

1.18 Proposition. [27] If L = K (a1, . . . , an), then trdegK(L) 6 n, and there exists a subset
of {a1, . . . , an} which is a transcendence basis of L ⊃ K.

1.19 Note. [27] For a1, . . . , an ∈ C, we have

trdegQ(Q (a1, . . . , an)) = trdegQ(Q (a1, . . . , an))

1.20 Note. If the field K is clear, we will often drop the subscript ‘K’ in trdegK(L) and respec-
tively ‘over K’ in our exposition.

2 A First Look at Schanuel’s Conjecture

2.1 Conjecture (Schanuel’s Conjecture). [27] Let x1, . . . , xn be complex numbers linearly in-
dependent over Q. Then

trdegQ(Q (x1, . . . , xn, e
x1 , ex2 , . . . , exn)) > n.

Equivalently, one may state Schanuel’s Conjecture as:

2.2 Conjecture (Schanuel’s Conjecture). If x1, . . . , xn are Q-linearly independent complex
numbers, then among the 2n numbers x1, . . . , xn, e

x1 , . . . , exn, at least n are algebraically inde-
pendent over Q.

This conjecture includes a plethora of consequences, many of which are other conjectures
we would like to believe to be true, and others are well-known results.
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2.1 Theorems, Which are Consequences of Schanuel’s Conjecture

Taking n = 1 in Schanuel’s Conjecture, or SC for short, we get

2.3 Theorem (Hermite-Lindemann [13], [34]). If x ∈ C \ {0}, then at least one of x, ex is
transcendental.

As immediate consequences of this Theorem, we get:

2.4 Proposition. The following numbers are transcendental:

1. e (taking x = 1),

2. π (by contradiction - if π ∈ Q, then iπ ∈ Q so both of iπ, eiπ = −1 ∈ Q),

3. log 2 (x = log 2),

4. e
√
2 (x =

√
2 ∈ Q).

The case when x1, . . . , xn ∈ Q is:

2.5 Theorem (Lindemann-Weierstraß). If x1, . . . , xn ∈ Q are Q-linearly independent, then the
numbers ex1 , . . . , exn are Q-algebraically independent.

Though this is an immediate consequence of Schanuel’s Conjecture, the proof of this theorem
was a major breakthrough in Transcendental Number Theory, and all existing proofs are long
and strenuous - Section 3.1 is devoted to the detailed proof of this theorem, and much more.

Also, the solution to Hilbert’s seventh problem (discussed in Section 3.2) is a consequence
of Schanuel’s Conjecture:

2.6 Theorem (Gel’fond-Schneider). If α, β ∈ Q \ {0}, α 6= 1, and β /∈ Q, then any value of αβ

is transcendental.

Baker’s Theorem, the crown jewel of 20th century Transcendental Number Theory, also
follows from Schanuel’s Conjecture:

2.7 Theorem (Baker’s Theorem). If α1, . . . , αn ∈ Q and logα1, . . . , logαn are Q-linearly in-
dependent, then the numbers 1, logα1, . . . , logαn are linearly independent over Q.

The Six Exponentials Theorem is another Corollary of Schanuel’s Conjecture:

2.8 Theorem (Six Exponentials). Let x1, x2 ∈ C be linearly independent over Q, and let
y1, y2, y3 ∈ C also be linearly independent over Q. Then at least one of the six numbers

ey1x1 , ey1x2 , ey2x1 , ey2x2 , ey3x1 , ey3x2

is transcendental (over Q).

In Section 3.4 we provide a proof and historical background of the Six Exponentials Theorem.
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2.2 Consequences of Schanuel’s Conjecture Which are Conjectures

By an easy induction on n, one can use Schanuel’s Conjecture to obtain the algebraic indepen-
dence of

e+ π, eπ, πe, ee, ee
2
, . . . , ee

e
, . . . , ππ, ππ

2
, . . . , ππ

π
, . . .

and of
log π, log(log 2), π log 2, (log 2)(log 3), 2log 2, (log 2)log 3, . . . .

Even the case when n = 2 of Schanuel’s Conjecture is not yet known:

2.9 Conjecture. If x1, x2 ∈ C are Q-linearly independent, then at least 2 of the 4 numbers
x1, x2, e

x1 , ex2 are algebraically independent.

An immediate consequence is the algebraic independence of:

1. e and π (x1 = 1, x2 = iπ);

2. e and ee (x1 = 1, x2 = e);

3. π and eπ (x1 = π, x2 = iπ);

4. log 2 and log 3 (x1 = log 2, x2 = log 3);

5. log 2 and 2log 2 (x1 = log 2, x2 = (log 2)2).

To give an idea of the difficulty of these seeminly innocuous consequences, item 3 was not proven
until 1996:

2.10 Theorem (Nesterenko). [24] π and eπ are algebraically independent.

We also don’t know if there exist two logaritms of algebraic numbers which are algebraically
independent - a more general version of item 4 above. In this vein, we have the Four Exponentials
Conjecture, which is a generalisation of the Six Exponentials Theorem:

2.11 Conjecture (Four Exponentials). Given α1, . . . , α4 ∈ C such that (logα1)(logα4) =
(logα2)(logα3), then either logα1 and logα2 are linearly dependent, or else logα1 and logα3

are linearly dependent.

An alternative statement of the conjecture is:

2.12 Conjecture (Four Exponentials). [38] If α1, α2, β2, β2 ∈ C are such that α1, α2 are linearly
independent over Q and β1, β2 are Q-linearly independent, then at least one of the four numbers

eα1β1 , eα1β2 , eα2β1 , eα2β2 ,

is transcendental.

An interesting corollary of the Four Exponentials Conjecture is:

2.13 Corollary. If for some α ∈ C, both 2α ∈ N and 3α ∈ N , then α ∈ N.

This leads the author to pose the following question:

Open Question. If 3α − 2α ∈ N for α ∈ C, can we deduce that either α ∈ N or α ∈ C \Q?

2.14 Proposition (the author’s). Schanuel’s Conjecture implies that if 3α − 2α ∈ N, then
α ∈ Q or α ∈ C \Q.
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Proof. Assume Schanuel’s Conjecture and consider the set {log 2, log 3, α log 2, α log 3} for α ∈
Q \Q. This set is Q-linearly independent, so by SC,

trdegQ(Q (log 2, log 3, α log 2, α log 3, 2, 3, 2α, 3α)) > 4.

Noting that

Q (log 2, log 3, α log 2, α log 3, 2, 3, 2α, 3α) = Q (log 2, log 3, 2α, 3α)

and applying Proposition 1.18, we have

trdegQ(Q (log 2, log 3, 2α, 3α)}) = 4.

Hence, 3α − 2α is transcendental for α algebraic irrational.
By the contrapositive, we have that if 3α − 2α ∈ N, then α cannot be algebraic irrational,

so α ∈ Q or α ∈ C \Q.

Another vaguely related question is:

Open Question. For A ⊆ R and f(x) = 2x, when do we have that f(A) ⊆ A?

Clearly this holds for:

1. A = R;

2. A = N;

3. A = [a,∞) for any a ∈ R;

4. more generally, for any A built inductively by taking A0 = {a} and An+1 = {2b : b ∈ An},
and setting A = ∪n∈NAn, for a ∈ R arbitrary;

5. for arbitrary unions of sets of the form in item 4.

But are there any other subsets of R for which this holds? Can we prove that no other such
subsets exist, given Schanuel’s Conjecture?

Gel’fond (in 1948) and Schneider (in 1952) conjectured that:

2.15 Conjecture. If α, β ∈ Q and if β has degree d > 2, then trdegQ

(
Q
(
αβ, . . . , αβ

d−1
))

=

d− 1.

A straightforward proof of Conjecture assuming Schanuel’s Conjecture can be found in in
[27].

2.16 Note. For parts of this subsection, we used material from [35] and [14].

3 Four Important Theorems

3.1 The Lindemann-Weierstraß Theorem

This section is devoted to proving the important partial case of Schanuel’s Conjecture, the
Lindemann-Weierstraß Theorem 2.5. We first list three equivalent versions of the Lindemann-
Weierstraß Theorem:

3.1 Theorem (Lindemann-Weierstraß - first version[4]). Let {α0, . . . , αM} ∈ [Q]M+1. Then
the numbers eα0 , . . . , eαM are linearly independent over Q.

6



It is easy to check that Theorem 3.1 is equivalent to:

3.2 Theorem (Lindemann-Weierstraß - second version). If α0, α1, . . . , αM ∈ Q are linearly
independent over Q. Then the numbers eα0 , eα1 , . . . , eαM are Q-algebraically independent.

Since the algebraic independence of complex numbers over Q is equivalent to linear inde-
pendence over Q, Theorem 3.1 is also equivalent to:

3.3 Theorem (Lindemann-Weierstraß - third version). If {α0, α1, . . . , αM} ∈ [Q]M+1, then
eα0 , . . . , eαM are Q-linearly independent.

First let us consider a very natural question: what does the Lindemann-Weierstraß theorem
have to do with transcendental numbers? How was it arrived at? In other words, what does
the linear independence of {eα0 , . . . , eαM } over Q have to do with transcendence?

To answer this question, let us recall the previously mentioned Hermite’s theorem (also
known as Lindemann’s Theorem, or the Hermite-Lindemann Theorem):

3.4 Theorem (Hermite’s Theorem [13]). The number eα is transcendental for any α ∈ Q\{0}.

In fact, Hermite’s Theorem states that if α 6= 0 and β are algebraic numbers, then eα 6= β.
So, it can be restated as:

3.5 Theorem. If α ∈ Q \ {0} and β0, β1 ∈ Q are not both zero, then β0e
0 + β1e

α 6= 0.

In other words, {e0, eα} are Q-linearly independent. The Lindemann-Weierstraß Theorem
is a natural generalization of this result: if {α0, . . . , αM} ∈ [Q]M+1 then {eα0 , . . . , eαM } is
Q-linearly independent.

We shall provide a proof of the first version of the Lindemann-Weierstraß Theorem 3.1.
There are four major approaches in proving the Lindemann-Weierstraß Theorem. The two

most recent methods use Galois Theory and extension fields ([25]), and a criterion of rationality
for solutions of linear differential equations ([5]). The third one is the Weierstraß approach [41],
using integrals of the type

∫
pm(z)ezdz; such a proof can be found in [4]. The fourth one can

be found in [6] (the proof given in [10] is essentially the same). All proofs of the Lindemann-
Weierstraß Theorem are proofs by contradiction, and are based on constructing an integer N
that is between 0 and 1 and thus violating the Fundamental Principle of Transcendental Number
Theory. The definition of such an integer initially involves an arbitrary prime p that later can
be used in two essential ways: firstly, to ensure that N is nonzero, and consequently, to make
N between 0 and 1.

The proof of Lindemann-Weierstraß presented here takes the fourth approach from those
listed above. It uses results from Complex Analysis, prevailingly the concept of conjugates, the
Taylor Series of ez and some fundamental limits from Real Analysis. In general, we follow [6],
but we completely restructure the proof in hopes of clarifying it. We base our proof on 3 key new
Lemmas: 3.17, 3.19, and 3.20. Another contribution of our presentation is to correct a couple
of errors that occur in the proof given in [6]. The first one is a false statement which is key
to proving that the integer N in question is nonzero. This concerns the way in which the first
choice of the prime p is made. In [6], the authors choose p > Ap, where A > 1. Obviously, this is
impossible, except in some trivial cases, because the exponential function Ax is always greater
than x for A > 1. Among other contributions are formulating lemmas and defining notions in
a more rigorous manner, so they can be legitimately applied later in the proof. Unfortunately,
this cannot be done with some of the main lemmas in [6], for example [6, Challenge 3.11, pg
66], stated without proof, since the preconditions are not met when the challenge is later used.
We also provide detailed proofs of statements only formulated in the form of Challenges.

First, we need some more definitions.
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3.6 Definition. S ∈ [Q]M is called a complete set of conjugates if whenever α ∈ S, all conju-
gates of α are in S.

3.7 Definition. A = {α1, . . . , αM} ∈ [Q \ {0}]M is called a complete collection of conjugates if
A consists of all the zeros of the polynomial (factored in C)

h(z) = (z − α1)(z − α2) . . . (z − αM ) ∈ Q [z] .

Thus h(z) is the minimal polynomial over Q of each of the αm’s.

3.8 Definition. If A = {α1, . . . , αM} ∈ [Q \ {0}]M is a complete set of conjugates, we say that
A splits into L complete collections of conjugates if A can be written as

A1 = {α11, . . . , α1M1}, . . . , Al = {αl1, . . . , αlMl
}, . . . , AL = {αL1, . . . , αLML

},

where each Al is a complete collection of conjugates.

Now we proceed with some preliminaries to the proof of the Lindemann-Weierstraß Theorem.
The usual approach is firstly to prove the following special case and then conclude the

general result from it:

3.9 Theorem. Let {α1, α2, . . . , αM} be a complete set of conjugates. Let {β0, β1, . . . , βM} ⊂
Z \ {0} be such that if αi and αj are conjugates then βi = βj. Then

β0 +

M∑
m=1

βme
αm = β0 + β1e

α1 + . . .+ βMe
αM 6= 0.

We base our proof on the interplay between the so-called auxilliary polynomial, defined on
the basis of α1, . . . , αM , and the Taylor series of ez. Firstly, we construct a nonzero integer N
in such a way that it is closely connected to a special partial sum of the Taylor series of ez,
choosing the prime p in a special manner. Then, we further improve our choice of the prime
p to make the corresponding tail arbitrarily small. Finally, assuming for a contradiction that
the conclusion of Theorem 3.9 is not true, we link N , the tail, and the auxilliary polynomial to
make N violate the Fundamental Principle of Transcendental Number Theory.

We list some basic results from Algebra concerning symmetric polynomials that will be
needed for the proof.

3.10 Definition. Let F (x1, . . . , xL) be a function of L variables. We say that F is a symmetric
function if any permutation of the variables does not change the function.

3.11 Fact. The sum and the product of two symmetric functions in n variables is also a
symmetric function.

A simple procedure for generating symmetric polynomials in L unknowns is to look at
x1, . . . , xL as zeros of a polynomial in z and then consider the coefficients of that polynomial:

F (z) = (z − x1)(z − x2) . . . (z − xL) = zL − σ1zL−1 + σ2z
L−2 − . . .+ (−1)LσL,

where the σ1, . . . , σL are the symmetric polynomials generated by Viète’s formulas:

• σ1(x1, . . . , xL) = x1 + . . .+ xL

• σ2(x1, . . . , xL) = x1x2 + x1x3 + . . .+ x2x3 + . . .+ xL−1xL
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• . . .

• σL(x1, . . . , xL) = x1x2 . . . xL.

3.12 Definition. We call σ1, . . . , σL elementary symmetric polynomials, or elementary sym-
metric functions in x1, . . . , xL and often denote them by σ1, . . . , σL only.

They are called elementary because any other symmetric polynomial with rational coeffi-
cients can be expressed as a polynomial in σ1, . . . , σL.

Here we shall prove the following lemma:

3.13 Lemma. Let G(z) = aLz
L + aL−1z

L−1 + . . . + a1z + a0 ∈ Z [z] be of degree L. Let
{α1, . . . , αL} be all the zeros of G(z). Then for every i ∈ {1, . . . , L}, we have that σi(α1, . . . , αL)
is a rational number with denominator aL.

3.14 Note. We note that:

1. The elementary symmetric polynomials σ1, . . . , σL are in fact functions from CL → C.

2. Hence what is meant by the conclusion of this Lemma is that the values of σi at the point
(α1, . . . , αL) ∈ CL, where α1, . . . , αL are all the zeros of G(z), are rational numbers with
denominator aL.

3. G(z) might be irreducible over Z [z] but if we factor it in C [z], we get G(z) = aL(z −
α1)(z − α2) . . . (z − αL). Then {α1, . . . , αL} is either a complete set of conjugates (if G is
irreducible over Z) or a collection of complete sets of conjugates, each corresponding to
the set of zeros of the irreducible over Z factors of G.

Proof. By the Fundamental Theorem of Algebra, G(z) splits over C in linear factors as:

G(z) = aL(z − α1)(z − α1) . . . (z − αL)

and, according to our definition of the σi’s, the right hand side of the above equation is
equal to

aL
(
zL − σ1(α1, . . . , αL)zL−1 + σ2(α1, . . . , αL)zL−2 + . . .+ (−1)LσL(α1, . . . , αL)

)
.

Also

G(z) = aLz
L + . . .+ a0 = aL

(
zL +

aL−1
aL

zL−1 + . . .+
a1
aL
z +

a0
aL

)
.

Equating the two expressions for G(z), we get

aL

(
zL +

aL−1
aL

zL−1 + . . .+
a1
aL
z +

a0
aL

)
= aL

(
zL − σ1(α1, . . . , αL)zL−1 + σ2(α1, . . . , αL)zL−2 + . . .+ (−1)LσL(α1, . . . , αL)

)
By comparing coefficients in front of corresponding powers of z we get:

σ1 = α1 + . . .+ αL = −aL−1
aL

σ1 = α1α2 + α1α3 + . . .+ αL−1αL =
aL−2
aL

...
...

σ1 = α1 . . . αL = (−1)L
a0
aL
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and obviously all values at the right hand side are rational numbers (since the ai’s are
integers).

3.15 Lemma. Let G(z),P(z) ∈ Z [z], degG(z) = L, G(z) = aLz
L + aL−1z

L−1 + . . .+ a1z + a0
and let {α1, . . . , αL} denote all the zeros of G(z). Then the number

P(α1) + P(α2) + . . .+ P(αL)

is a rational number with denominator equal to a
deg(P)
L .

3.16 Note. Instead of following the approach in [6], which uses further results about symmetric
polynomials, here we provide a more direct proof of this Lemma.

Proof. Let P(z) = b0 + b1z + b2z
2 + . . .+ bnz

n and degP(z) = n. Define

B(α1, . . . , αL) = P(α1) + P(α2) + . . .+ P(αL)

= (b0 + b1α1 + . . .+ bnα
n
1 ) + . . .+ (b0 + b1αL + . . .+ bnα

n
L)

= Lb0 + b1(α1 + . . .+ αL) + b2(α
2
1 + . . .+ α2

L) + . . .+ bn(αn1 + . . .+ αnL),

which is evidently a symmetric polynomial in (α1, . . . , αL). Let us consider the expression

Hi(α1, . . . , αL) = αi1 + αi2 . . .+ αiL.

If we complete Hi to (α1 + . . . + αL)i, for i = 1, . . . , n, then we see that B(α1, . . . , αL) can be
expressed as a polynomial with integer coefficients in the elementary symmetric polynomials
σ1, . . . , σL in (α1, . . . , αL), and hence we can rewrite B as

B(α1, . . . , αL) = F (σ1, . . . , σL) ∈ Z [σ1, . . . , σL] ,

where evidently degF 6 degB. By Lemma 3.13, each σk(α1, . . . , αL) is a rational number with
denominator aL. Hence the expression F (σ1, . . . , σL) is a rational number with denominator

adegFL . But degF 6 degB and degB = degP. Hence there is A ∈ Z such that

B(α1, . . . , αL) = F (σ1, . . . , σL) =
A

adegFL

=
AadegB−degFL

adegFL adegB−degFL

=
A

adegBL

adegB−degFL

=
C

adegPL

,

where C = A.adegB−degFL ∈ Z.

As part of our restructuring of the proof, we formulate and prove the following new lemma:

3.17 Lemma. For a given complete set of conjugates {α1, . . . , αM} ∈ [Q \ {0}]M that splits
into L complete collections of conjugates

{α11, . . . , α1M1}, . . . , {αl1, . . . , αlMl
}, . . . , {αL1, . . . , αLML

}
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and a prime number p, we can define integers {dl, al, D = d1 . . . dL, cN : l = 1, . . . , L;N =
p − 1, p, . . . , (M + 1)p − 1} where in addition cp−1 6= 0, dl > 0, and al is divisible by p for
l = 1, . . . , L. We also define a polynomial Pp(z) of degree Mp− 1 such that

Ml∑
m=1

Pp(αlm)

(p− 1)!
=

al

dMp−1
l

,

for l = 1, . . . , L.

Proof. For every {αl1, . . . , αlMl
}, let fl(z) ∈ Q [z] be its minimal polynomial, ie.

fl(z) = (z − αl1)(z − αl2) . . . (z − αlMl
).

Then there is dl ∈ Z+ such that gl(z) = dlfl(z) ∈ Z [z] and deg gl = deg fl = Ml for l = 1, . . . , L.
Let D = d1d2 . . . dL, so D ∈ Z+. Define a polynomial

f(z) = Dpzp−1f1(z)
pf2(z)

p . . . fL(z)p = zp−1g1(z)
pg2(z)

p . . . gL(z)p,

so

deg f = p− 1 +M1p+M2p+ . . .MLp = p(1 +M1 +M2 + . . .+ML)− 1 = (M + 1)p− 1,

and the smallest degree of z in f(z) is p− 1. Since D ∈ Z+ and gl ∈ Z [z], l = 1, . . . , L, we have
that f(z) ∈ Z [z]. We rewrite f(z) as:

f(z) =

(M+1)p−1∑
n=p−1

cnz
n,

where cn ∈ Z for n = p− 1, p, p+ 1, . . . , (M + 1)p− 1. By Viete’s formulas,

cp−1 = ±Dp(α1 . . . αM )p ∈ Z \ {0}.

Define the polynomial Pp(z) as:

Pp(z) =

(M+1)p−1∑
N=p−1

(
N !cN

N−p∑
n=0

zn

n!

)
,

where by convention the inner sums for N = p − 1 and N = p are defined to be zero. In
expanded form, this gives us

Pp(z) = (p+ 1)!cp+1

1∑
n=0

zn

n!
+ (p+ 2)!cp+2

2∑
n=0

zn

n!
+ . . .+ c(M+1)p−1((M + 1)p− 1)!

Mp−1∑
n=0

zn

n!
=

(this is a polynomial with integer coefficients with respect to the partial sums

of the Taylor expansion of ez up to Mp− 1)

= (p+ 1)!cp+1(1 + z) + (p+ 2)!cp+2(1 + z +
z2

2!
) + . . .+

+ ((M + 1)p− 1)c(M+1)p−1

(
1 + z +

z2

2!
+ . . .+

zMp−1

(Mp− 1)!

)
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We can rewrite Pp(z) as:

Pp(z) = p!
(

(p+ 1)cp+1(1 + z) + (p+ 1)(p+ 2)cp+2(1 + z +
z2

2!
)+

. . .+ (p+ 1)(p+ 2) . . . (p+Mp− 1)c(M+1)p−1(1 + z +
z2

2!
+ . . .+

zMp−1

(Mp− 1)!
)
)
.

Since p+ 1, p+ 2, . . . , p+Mp− 1 are Mp− 1 consecutive integers, their product is divisible by
(Mp − 1)! (a simple fact from modular arithmetic is that (p + 1)(p + 2) . . . (p + n) is divisible
by n!). Hence Pp(z) = p!(a polynomial with integer coefficients), i.e. 1

p!Pp(z) ∈ Z [z].
Recalling that {αl1, . . . , αlMl

} are all the zeros of gl(z) for each l = 1, . . . , L, we apply Lemma
3.15 to 1

p!Pp(z) and gl(z). For a particular l we have:

1

p!
(Pp(αl1) + Pp(αl2) + . . .+ Pp(αlMl

)) =

Ml∑
m=1

Pp(αlm)

p!
=

a′l

dMp−1
l

, (1)

for some a′l ∈ Z; recall that degPp(z) = Mp− 1 and dl ∈ Z+ is the leading coefficient of gl(z).
Now let al = pa′l and rewrite (1) as

p

Ml∑
m=1

Pp(αlm)

p!
=

al

dMp−1
l

,

where al ∈ Z and is divisible by p, or

Ml∑
m=1

Pp(αlm)

(p− 1)!
=

al

dMp−1
l

. (2)

Thus we have defined the required integers D, cp−1, cN , dl, al and the polynomial Pp(z) for
l = 1, . . . , L and N = p− 1, p, p+ 1, . . . , (M + 1)p− 1.

3.18 Note. We reserve the right to use some of the polynomials and intermediate results given
above whenever applicable in the consequent exposition.

The key step in our restructuring of the proof of the Lindemann-Weierstraß Theorem is the
definition of the nonzero integer N .

3.19 Lemma. Let {α1, . . . , αM} ∈ [Q \ {0}]M be a complete set of conjugates that splits into
L complete collections of conjugates

{α11, . . . , α1M1}, . . . , {αl1, . . . , αlMl
}, . . . , {αL1, . . . , αLML

}.

Let {β0, . . . , βM} ⊂ Z \ {0} be such that if αi and αj are conjugates, then βi = βj. Then there
is a prime number p such that the number

N = β0D
Mpcp−1 +

β0DMp

(M+1)p−1∑
N=p

N !

(p− 1)!
cN +

L∑
l=1

alβldl

(
D

dl

)Mp
 ,

where {D, dl, al, cN : l = 1, . . . , L;N = p − 1, p, . . . , (M + 1)p − 1} are as in Lemma 3.17, is a
nonzero integer.
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Proof. N is an integer:

Evidently, D
dl
∈ Z+ for l = 1, . . . , L. Also,

(M+1)p−1∑
N=p

cN
N !

(p− 1)!
is an integer divisible by p,

since for N = p, p+ 1, . . . , (M + 1)p− 1 we have that

N !

(p− 1)!
=
p(p− 1)!Np

(p− 1)!
,

where Np ∈ N+. Hence N is indeed an integer. By our choice of al’s, it follows that
L∑
l=1

alβldl

(
D

dl

)Mp

is an integer divisible by p.

N is nonzero:
We have β0D

Mpcp−1 6= 0. Hence, in order to show that N 6= 0, it is enough to show that p
can be chosen such that β0D

Mpcp−1 is not divisible by p.
According to [6], page 61, p can be chosen to be p > max{|β0|, |cp−1|, D}. However, since

|cp−1| = |α1 . . . αMd1 . . . dl|p, this can be done only in the case when max{|β0|, |cp−1|, D} =
1, which is a very special case since all of them are integers, {d1, . . . , dl} are integers, and
that would mean in particular that |β0| = 1, D = 1, and hence d1 = d2 = . . . = 1 and
|α1 . . . αM | = 1. For all other non-trivial choices of β0 and α1, . . . , αM we would have that
max{|β0|, |cp−1|, D} > |α1 . . . αMd1 . . . dl|p and |α1 . . . αMd1 . . . dl| > 1. Hence we cannot choose
p in such a manner, since the linear function F (x) = x grows slower than the exponential
function Ax for A = |α1 . . . αMd1 . . . dl| > 1, i.e. for A > 1, Ax > x for all real x.

We will amend the book’s proof in the following way: the divisors of β0D
Mpcp−1 are exactly

the divisors of β0, D, and cp−1, and are finitely many, and hence bounded above. By the
Archimedean Principle, there is a positive integer P greater than the absolute value of each of
them. Since the set of prime numbers is not bounded above in N, we can choose our prime
p > P. Then β0D

Mpcp−1 will be a nonzero integer not divisible by p.
Hence N is a nonzero integer.

It doesn’t come as a surprise that in Lemma 3.17 we have defined the polynomial Pp(z) as
a polynomial in the partial sums of the Taylor expansion of ez,

Pp(z) =

(M+1)p−1∑
N=p−1

N !cN

N−p∑
n=0

zn

n!
.

Lemmas 3.17 and 3.19 will be used in the proof of a special case of the Lindemann-Weierstraß
Theorem, where we will encounter some linear combinations of values of ez in given algebraic
numbers {α1, . . . , αM}. We will aim to show that the prime number p can be further “enlarged”
so that the nonzero integer N , defined in Lemma 3.19 can be made to violate the Fundamental
Principle of Transcendental Number Theory. In order to do that, we will bound it above by
some quantity that for sufficiently “large” primes p can be made smaller than 1. One very
good candidate in the way of obtaining such a quantity is the corresponding sum (finite - from
p− 1, p, . . . , p+Mp− 1) of the corresponding tails of the series for ez.

The following Lemma is given as Challenge 3.10 [6, pg 61] without proof; our proof here uses
the natural approach explored in [7], but we completely rework the proof, correcting various
inaccuracies.
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3.20 Lemma. Let p be a prime number and {α1, . . . , αM}, cN (N = p − 1, . . . , p + Mp − 1),
be as in Lemma 3.17. Let us consider the finite sum of the tails of the Taylor expansion of ez:

Tp(z) =

(M+1)p−1∑
N=p−1

(
N !cN

∞∑
n=N

zn

n!

)
.

Then there are two constants K1 and K2 that do not depend on p such that for any α ∈
{α1, . . . , αM},

|Tp(α)| 6 K1(K2)
p.

Proof.

Tp(z) =

(M+1)p−1∑
N=p−1

(
N !cN

∞∑
n=N

zn

n!

)

=

(M+1)p−1∑
N=p−1

(
cN

∞∑
n=N

N !zn

n!

)

=

(M+1)p−1∑
N=p−1

(
cN

∞∑
n=0

N !zn+N

(n+N)!

)
,

so

|Tp(α)| 6
(M+1)p−1∑
N=p−1

|cN |

∣∣∣∣∣
∞∑
n=0

N !αn+N

(n+N)!

∣∣∣∣∣
6

(M+1)p−1∑
N=p−1

|cN |
∞∑
n=0

N !

(n+N)!
|α|n|α|N

=

(M+1)p−1∑
N=p−1

|cN ||α|N
∞∑
n=0

N !

(n+N)!
|α|n

(
because

N !

(N + n)!
6

1

n!

)

6
(M+1)p−1∑
N=p−1

|cN ||α|N
∞∑
n=0

|α|n

n!

= e|α|
(M+1)p−1∑
N=p−1

|cN ||α|N (3)

If |α| 6 1, we have

(3) 6 e|α|
(M+1)p−1∑
N=p−1

|cN |,

and if |α| > 1, we have

(3) = e|α|
(
|cp−1||α|p−1 + |cp||α|p + . . .+ |c(M+1)p−1||α|(M+1)p−1

)
.

Hence

(3) 6 e|α||α|(M+1)p−1
(M+1)p−1∑
N=p−1

|cN |.
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Since when |α| 6 1, the proof can be easily completed, we shall proceed with the case when
|α| > 1. Recall that cN , N = p− 1, . . . , (M + 1)p− 1 were the integer coefficients of

f(z) = Dpzp−1(z − α1)
p(z − α2)

p . . . (z − αM )p.

For each m = 1, . . . ,M , by the Binomial formula, we have

(z − αm)p =

p∑
k=0

(
p

k

)
(−αm)p−kzk.

Let us find an upper bound for the coefficients of (z − αm)p that does not depend on m. We
have

max
k=0,1,...,p

{∣∣∣∣(pk
)

(−α)p
∣∣∣∣} 6 p∑

k=0

(
p

k

)
|α|p−k

6 |α|p
p∑

k=0

(
p

k

)
= 2p|α|p

(2|α|)p,

where, again the more complicated case is when |α| > 1. We proceed with this assumption
in mind. Hence each coefficient in (z − α)p is bounded above by (2|α|)p and we have M such
factors in f(z). Hence

|cN | 6 Dp(2|α|)Mp.

Hence
(M+1)p−1∑
N=p−1

|cN | 6 Dp(2|α|)MpMp.

Hence

|Tp(α)| 6 e|α||α|(M+1)p−1Dp(2|α|)MpMp

=
e|α|

|α|
DpMp((2|α|)M )p(|α|M+1)p

6
M∈Z+

Mp6Mp

e|α|

|α|
DpMp((2|α|)M )p(|α|M+1)p.

Now defining K1 = e|α|

|α| and K2 = DM2M |α|2M+1, we obtain the required result.

The following Lemma is Challenge 2.4 from [6], given without proof:

3.21 Lemma. Let p(z) = zj(z − a)j+1 for some integer j > 1. Then
∑j

n=1 f
(n)(a) = 0.

Proof. We rewrite p(z) as p(z) =

2j+1∑
n=j

anz
n. Since a is a zero of p(z) of multiplicity j + 1 and

deg p(z) > j + 1 , a will be a zero of all the derivatives of p(z) up to j, i.e. p′(a) = p′′(a) =
. . . = p(j)(a) = 0
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Now note that, for 1 6 n 6 p−1, the nth derivative f (n)of our f(z) =
∑(M+1)p−1

n=p−1 cnz
n ∈ Z [z]

can be written in closed form as

f (n)(z) =

(M+1)p−1∑
N=p−1

N !

(N − n)!
cNz

N−n.

This helpful remark allows us to prove:

3.22 Lemma. For f(z) we have that

p−1∑
n=1

f (n)(z) =

(M+1)p−1∑
N=p−1

N !cN

N−1∑
n=N−p+1

zn

n!


Proof.

p−1∑
n=1

f (n)(z) =

p−1∑
n=1

(M+1)p−1∑
N=p−1

N !

(N − n)!
cNz

N−n


=

(M+1)p−1∑
N=p−1

(
N !cN

p−1∑
n=1

zN−n

(N − n)!

)

=

(M+1)p−1∑
N=p−1

N !cN

N−1∑
n=N−p+1

zn

n!



Now, let us proceed to the proof of a special case of the Lindemann-Weierstraß, from which
we shall deduce the general statement of the Theorem.

3.23 Theorem. Let {α1, . . . , αM} ∈ [Q \ {0}]M be a complete set of conjugates, let
{β0, β1, . . . , βM} ∈ Z \ {0} be such that if αi and αj are conjugates then βi = βj. Then

β0 + β1e
α1 + . . .+ βMe

αM 6= 0.

Proof. Let A = {α1, . . . , αM} split into

{α11, α12, . . . , α1M1}, {α21, α22, . . . , α2M2}, . . . , {αL1, αL2, . . . , αLML
},

and let dl, al, D = d1 . . . dL, cN , fl(z), gl(z), for l = 1, . . . , L and N = p− 1, p, . . . , (M + 1)p− 1,
and p, f(z),Pp(z) be as in Lemma 3.17, and let Tp(z) be as in Lemma 3.20.

Suppose, for a contradiction, that there are β1, . . . , βM ⊂ Z\{0} such that βi = βj whenever
αi and αj are conjugates and

β0 + β1e
α1 + . . .+ βMe

αM = 0. (4)

Since βi = βj whenever αi and αj are conjugates, we can re-index the βi’s accordingly. In
this way, βl will be the coefficient corresponding to the complete collection of conjugates
{αl1, . . . , αlMl

}, i.e. βl = βl1 = βl2 = . . . = βlMl
, where βlm is the coefficient of eαlm for

l = 1, . . . , L and m = 1, . . . ,ML. Now we may rewrite (4) as

β0 +
L∑
l=1

βl (e
αl1 + eαl1 + . . .+ eαlMl ) = β0 +

L∑
l=1

bl

(
Ml∑
m=1

eαlm

)
= 0 (5)
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By Lemma 3.22 applied to our polynomial f(z), we get

p−1∑
n=1

f (n)(z) =

(M+1)p−1∑
N=p−1

N !cN

N−1∑
n=N−p+1

zn

n!

 (6)

The sum in the inner brackets of (6) is part of the power series of ez. This leads us to relate it
to our α’s from {α1, . . . , αM} and for each α ∈ {α1, . . . , αM} to consider the expression

(M+1)p−1∑
N=p−1

N !cNe
α =

(M+1)p−1∑
N=p−1

(
N !cN

∞∑
n=0

αn

n!

)
= we split the ‘inner’ power series into three parts:

one before the RHS of (6) + RHS of (6) + the tail of the power series after the RHS of (6)

=

(M+1)p−1∑
N=p−1

(
N !cN

N−p∑
n=0

αn

n!

)
+

(M+1)p−1∑
N=p−1

N !cN

N−1∑
n=N−p+1

αn

n!

+

(M+1)p−1∑
N=p−1

(
N !cN

∞∑
n=N

αn

n!

)
.

The sum in the middle is exactly the right-hand side of (6) evaluated at α and, by Lemma 3.21,
is equal to zero. Hence

eα
(M+1)p−1∑
N=p−1

N !cN =

(M+1)p−1∑
N=p−1

N !cNe
α (7)

=

(M+1)p−1∑
N=p−1

(
N !cN

N−p∑
n=0

αn

n!

)
+

(M+1)p−1∑
N=p−1

(
N !cN

∞∑
n=N

αn

n!

)
= Pp(α) + Tp(α)

i.e.

eα
(M+1)p−1∑
N=p−1

N !cN = Pp(α) + Tp(α). (8)

Now we multiply both sides of the identity (5) by N !cN/(p− 1)! and get

N !cN
(p− 1)!

(
β0 +

L∑
l=1

βl

(
Ml∑
m=1

eαlm

))
= 0. (9)

Letting N vary from p− 1 to (M + 1)p− 1, we obtain Mp such identities, which we sum up:

(M+1)p−1∑
N=p−1

(
N !cN

(p− 1)!

(
β0 +

L∑
l=1

βl

(
Ml∑
m=1

eαlm

)))
= 0, (10)

or, after expanding a bit and switching the three sum symbols we get

β0
(p− 1)!

(M+1)p−1∑
N=p−1

N !cN +
1

(p− 1)!

L∑
l=1

βl

 Ml∑
m=1

eαlm
(M+1)p−1∑
N=p−1

N !cN

 = 0 (11)

We now evaluate (8) in α = αlm and obtain

eαlm
(M+1)p−1∑
N=p−1

N !cN = Pp(αlm) + Tp(αlm). (12)
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From (11) and (12) we obtain by substitution:

β0
(p− 1)!

(M+1)p−1∑
N=p−1

N !cN +
1

(p− 1)!

L∑
l=1

βl

Ml∑
m=1

(
Pp(αlm) + Tp(αlm)

)
= 0, (13)

and writing the ‘tail’ part to the right we get

β0
(p− 1)!

(M+1)p−1∑
N=p−1

N !cN +
1

(p− 1)!

L∑
l=1

βl

(
Ml∑
m=1

Pp(αlm)

)
= − 1

(p− 1)!

L∑
l=1

βl

(
Ml∑
m=1

Tp(αlm)

)
(14)

Putting 1
(p−1)! inside the sum, we get

β0

(M+1)p−1∑
N=p−1

N !cN
(p− 1)!

+
L∑
l=1

βl

(
Ml∑
m=1

Pp(αlm)

(p− 1)!

)
= −

L∑
l=1

βl

(
Ml∑
m=1

Tp(αlm)

(p− 1)!

)
(15)

Recalling equality (2):
Ml∑
m=1

Pp(αlm)

(p− 1)!
=

al

dMp−1
l

,

and by substituting it in (15) we get

β0

(M+1)p−1∑
N=p−1

N !cN
(p− 1)!

+
L∑
l=1

βl
al

dMp−1
l

= −
L∑
l=1

βl

(
Ml∑
m=1

Tp(αlm)

(p− 1)!

)
. (16)

Now we multiply both sides of (16) by DMp to obtain

β0D
Mp

(M+1)p−1∑
N=p−1

N !cN
(p− 1)!

+
L∑
l=1

βl
al

dMp−1
l

DMp = −
L∑
l=1

βlD
Mp

(
Ml∑
m=1

Tp(αlm)

(p− 1)!

)
. (17)

We can rewrite the left-hand side of (17) and get

β0D
Mpcp−1 + β0D

Mp

(M+1)p−1∑
N=p

N !cN
(p− 1)!

+

L∑
l=1

βlaldl

(
D

dl

)Mp

= −
L∑
l=1

βlD
Mp

(
Ml∑
m=1

Tp(αlm)

(p− 1)!

)
.

(18)
Recalling Lemma 3.19, (18) is in fact:

N = −
L∑
l=1

βlD
Mp

(
Ml∑
m=1

Tp(αlm)

(p− 1)!

)
, (19)

and we remind the reader that N is a nonzero integer. Taking the absolute value of both sides
of (19) and applying the triangle inequality finitely many times, we get

0 < |N | <
L∑
l=1

(
Ml∑
m=1

|βl|DMp|Tp(αlm)|
(p− 1)!

)
. (20)
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Let B = max{|β1|, |β2|, . . . , |βL|}. Then from Lemma 3.20 and (20) we get

0 < |N | <
L∑
l=1

(
Ml∑
m=1

BDMpK1(K2)
p

(p− 1)!

)
(21)

=
BDMpK1(K2)

p

(p− 1)!

L∑
l=1

(
Ml∑
m=1

1

)

=
BDMpK1(K2)

p

(p− 1)!

L∑
l=1

Ml

=
BDMpK1(K2)

p

(p− 1)!

L∑
l=1

Ml

= BMK1
(DMK2)

p

(p− 1)!
.

In short, (21) becomes

0 < |N | < BMK1
(DMK2)

p

(p− 1)!
. (22)

The constants BMK1 and DMK2 do not depend on p. We recall that

lim
p→∞

ap

(p− 1)!
= 0, (23)

hence the right hand side of (22) can be made smaller than 1 for sufficiently large primes p. So,
for such p, we have that

0 < |N | < 1, (24)

which is the required contradiction with the Fundamental Principle of Transcendental Number
Theory.

Hence, β0 +
∑M

m=1 βme
αm 6= 0.

3.24 Definition. The finite subset S ⊂ Q is called conjugate-complete if for all α ∈ S, S
contains all the conjugates of α and if α appears m times in S, then each conjugate of α
appears m times in S, as well.

Note the difference between this definition, and Definition 3.6. Obviously any conjugate-
complete set is a complete set of conjugates, but the converse doesn’t always hold:

3.25 Example. The set {i
√

5, i
√

5,−i
√

5,−i
√

5, 3,
√

7,−
√

7} is conjugate-complete, while
{i
√

5, i
√

5,−i
√

5, 3,
√

7,−
√

7} is not conjugate-complete, since we don’t have two copies of
−i
√

5, but is nonetheless a complete set of conjugates.

We shall define the following general notion:

3.26 Definition. The expression β1e
α1 + β2e

α2 + . . . + βKe
αK is called a conjugate-complete

exponential sum if {α1, . . . , αK} is conjugate-complete, where {β1, . . . , βK} ⊂ C.

In [6], the notion of conjugate complete exponential sum is used when β1 = β2 = . . . =
βK = 1. Here we call this a conjugate-complete simple exponential sum:
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3.27 Definition. The expression eα1 + eα2 + . . . + eαK is called a conjugate-complete simple
exponential sum if {α1, . . . , αK} is conjugate-complete (in the sense of Definition 3.24).

Next, we shall formulate and prove a new statement (Lemma 3.29), which is a more general
version of [6, Challenge 3.11]. For that purpose, we will need the notion of a lexicographic order:

3.28 Definition. [12] Given a Cartesian product X × Y of two totally ordered sets X and Y ,
the lexicographic order of X × Y is: (x1, y1) < (x2, y2) if and only if either

1. x1 < x2, or

2. x1 = x2 and y1 < y2.

When considering the lexicographic order in C, we identify C with R× R.

We will also need:

3.29 Lemma. Let {ρ1, . . . , ρL} ∈ [C]L, let {τ1, . . . , τM} ∈ [C]M and {τ1, . . . , τL, t1, . . . , tM} ⊂
C \ {0}. Then

(r1e
ρ1 + . . .+ rLe

ρL) (t1e
τ1 + . . .+ tMe

τM ) = s1e
λ1 + . . .+ sNe

λN

for some N ∈ N+ and {λ1, . . . , λN} ∈ [C]N . In addition, at least one of {s1, . . . , sN} is nonzero.

3.30 Note. In the formulation of Challenge 3.11, a stronger requirement is posed - namely - that
{ρ1, . . . , ρL, τ1, . . . , τM} ∈ [C]L+M . Here we show that our more general form is still true, and,
moreover, exactly this form will be used in the proof of the Lindemann-Weierstraß Theorem,
since Challenge 3.11 is not applicable in the cases used in that proof.

Proof.

(r1e
ρ1 + . . .+ rLe

ρL) (t1e
τ1 + . . .+ tMe

τM ) =

L∑
l=1

M∑
m=1

rltme
ρl+τm

This expression has at most LM terms. Let λlm = ρl + τm and slm = rltm for l = 1, . . . , L and
m = 1, . . . ,M . It might be that for some (l′,m′), (l′′,m′′) ∈ (L ×M)2, we have λl′m′ = λl′′m′′ ,
for example if ρl′ = −τm′ and ρl′′ = −τm′′ .

We end up with N different λlm’s (the case when N = 1 and all λlm = 0 is not excluded -
this might happen when M = L and ρl = −τl for all l = 1, . . . , L). We enumerate the λlm’s as
λ1, . . . , λN . The corresponding coefficients cn, n = 1, . . . , N will be sums of the slm’s that are
coefficients of equal λlm’s.

We now prove that {c1, . . . , cN} ∩ (C \ {0}) 6= ∅. The finite set {Re(ρ1), . . . ,Re(ρL)} ⊂ R
has a maximal element a∗; let {ρl1 , . . . , ρlK} ⊆ {ρ1, . . . , ρL} be such that Re(ρli) = a∗ for
i = 1, . . . ,K. The finite set of real numbers {Im(ρl1), . . . , Im(ρlK )} has a maximal element b∗;
Let ρs ∈ {ρl1 , . . . , ρlK} be such that ρs = a∗ + ib∗. Since all ρl’s are different, this ρs is unique
and ρs will be the maximal element of {Re(ρ1), . . . ,Re(ρL)} × {Im(ρ1), . . . , Im(ρL)} ⊂ R × R
with respect to the lexicographic order. Similarly, let τt ∈ {τ1, . . . , τM} be the unique maximal
element of {Re(τ1), . . . ,Re(τM )}×{Im(τ1), . . . , Im(τM )} with respect to the lexicographic order
and let τt = c∗ + id∗.

We claim that the coefficient of eρs+τt is nonzero. Indeed, since ρs = a∗+ib∗ and τt = c∗+id∗,
we cannot have that

ρs + τt = ρs′ + τt′ (25)

for some (s′, t′) 6= (s, t). If ρs′ = xs + iys and τt′ = xt + iyt, equation (25) gives us

a∗ + ib∗ + c∗ + id∗ = xs + iys + xt + iyt (26)
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so
(a∗ − xs + c∗ − xt) + i(b∗ − ys + d∗ − yt) = 0. (27)

This is possible only if

a∗ − xs + c∗ − xt = 0 = b∗ − ys + d∗ − yt.

But a∗ − xs + c∗ − xt is a sum of two nonnegative numbers. So it is zero only if they are both
zero, i.e. a∗ = xs and c∗ = xt. Similarly b∗ = ys and d∗ = yt, i.e. ρs = ρs′ and τs = τs′ . This
contradicts the uniqueness of ρs and τt.

Hence the coefficient of eρs+τt is exactly ρsτt and since they are both nonzero, it is also
nonzero.

3.31 Lemma. The set {α1, . . . , αL} is conjugate-complete if and only if the polynomial (x −
α1)(x− α2) . . . (x− αL) has rational coefficients.

3.32 Note. This is [6, Challenge 3.12], stated without proof.

Proof. Let {α1, . . . , αL} be conjugate-complete. Rewrite it as K complete collections of conju-
gates (where possibly some of those collections might coincide - for example - if α1 appears p
times, then the collections of all its conjugates will appear p times).

{α11, α12, . . . , α1L1}, {α21, α22, . . . , α2L2}, . . . , {αK1 . . . , αKLK},

where L1 + . . .+LK = L. Let fl(z) = (z−αl1)(z−αl2) . . . (z−αlKl) be the minimal polynomial
over Q of the complete collection of conjugates {α11, . . . , αlKl}. Then f(z) = (z − α1)(z −
α2) . . . (z − αL) = f1(z)f2(z) . . . fK(z) and is in Q [z].

Conversely, suppose that f(z) = (z − α1)(z − α2) . . . (z − αL) ∈ Q [z]. Suppose for a
contradiction, that A = {α1, . . . , αL} is not conjugate-complete; let {α11, . . . , α1K} be all the
conjugates of α1, and without loss of generality, let {α11, . . . , α1k} be not in A, i.e.

A = {α1(k+1), . . . , α1K , αK+1, αK+2, . . . , αL},

and also without loss of generality, let {αK+1, . . . , αL} be conjugate complete.
In the previous part, we have shown that

gK(z) = (z − αK+1)(z − αK+2) . . . (z − αL) ∈ Q [z]

Again, let f1(z) = (z − α11) . . . (z − α1k)(z − α1(k+1)) . . . (z − α1K) be the minimal polynomial
of α1 over Q or, equivalently, be the minimal polynomial of {α11, . . . , α1K}, so f1(z) ∈ Q [z].
Then we have

f(z) = (z − α1(k+1)) . . . (z − α1K)(z − αK+1) . . . (z − αL) ∈ Q [z] .

Then
f(z) = (z − α1(k+1)) . . . (z − α1K)gK(z)

and since gK(z) ∈ Q [z], we have that h1(z) = (z − α1(k+1)) . . . (z − α1K) must be with rational
coefficients, i.e. h1(z) ∈ Q [z]. But deg h1(z) < deg f1(z) - contradiction with the minimality of
f1(z) over Q.

3.33 Lemma. Let {a1, . . . , aJ} ⊂ Z and {γ1, . . . , γJ} ⊂ Q. Then the set of all linear combina-
tions of all conjugates of γj’s with coefficients aj’s is conjugate complete.
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3.34 Note. This lemma gives us a way to construct a conjugate complete set on the basis of an
arbitrary set of algebraic numbers.

Proof. Let

A = {a1τ1 + a2τ2 + . . .+ aJτJ : ∀j = 1, . . . , J, τj is a conjugate of γj}.

Note that we do not exclude the case when some γi is a conjugate of some γj for i 6= j. We
shall use Lemma 3.31 to prove that A is conjugate complete.

Let {γj1, . . . , γjJj} be the set of all conjugates of γj , for j = 1, . . . , J . Let

p(z) = (z − (a1γ11 + a2γ2 + . . .+ aJγJ)) (z − (a1γ12 + a2γ2 + . . .+ aJγJ)) . . .

. . . (z − (a1γ1J1 + a2γ2 + . . .+ aJγJ)) =

=
∏

τj is a conjugate of γj
j=1,...,J

(z − (a1τ1 + a2τ2 + . . .+ aJτJ)) .

We can rewrite p(z) as

p(z) =
∏

τj is a conjugate of γj
for 26j6J

q(z),

where

q(z) =

(z − (a1γ11 + a2τ2 + . . .+ aJτJ))(z − (a1γ12 + a2τ2 + . . .+ aJτJ)) . . .

. . . (z − (a1γ1J1 + a2τ2 + . . .+ aJτJ)) =

=

J1∏
i=1

(
(z − a2τ2 − . . .− aJτJ)− a1γ1i

)
,

or if we define y = z − a2τ2 − . . .− aJτJ ,

q(z) = f(y) =

J1∏
i=1

(y − a1γ1i) = yn − σ1yn−1 + . . .+ (−1)nσn,

where σi’s are the elementary symmetric functions in all the conjugates of γ1 and by Lemma
3.13, are rationals. Hence f(y) ∈ Q [y] and q(z) ∈ Q [z, τ2, . . . , τJ ]. We do this for all of the
τj ’s and obtain that p(z) ∈ Q [z], hence by Lemma 3.31, p(z) ∈ Q [z]. Hence A is conjugate
complete.

3.35 Lemma. Let {a1, . . . , aL, b1, . . . , bM} ⊂ C \ {0} and let a1e
α1 + a2e

α2 + . . . + aLe
αL,

and b1e
γ1 + . . . + bMe

γM be two conjugate complete exponential sums. Then their product is a
conjugate complete exponential sum.

Proof.

(a1e
α1 + . . .+ aLe

αL)(b1e
γ1 + . . .+ bMe

γM ) =
∑

16l6L
16m6M

albme
αl+γm

Then {albm : l = 1, . . . , L;m = 1, . . . ,M} ⊂ C \ {0} and by Lemma 3.33, the set {αl + γm : l =
1, . . . , L;m = 1, . . . ,M} is conjugate complete.
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3.36 Corollary. The product of two conjugate complete simple exponential sums is a conjugate
complete simple exponential sum.

3.37 Theorem (The Lindemann-Weierstraß Theorem). Let {α0, α1, . . . , αM} ⊂ Q and suppose
that {β0, β1, . . . , βM+1} ⊂ Q \ {0}. Then β0e

α0 + . . .+ βMe
αM 6= 0.

Proof. We prove the Theorem by contradiction.
Suppose

β0e
α0 + . . .+ βMe

αM = 0 (28)

First let us note that on page 68, line 13 in [6], it is written that {β0, β1, . . . , βM} ⊂ Q are
“not all zero”. The β0, β1, . . . , βM have to be all nonzero, because that is the statement of the
Lindemann-Weierstraß Theorem, and also to enable us to later apply Lemma 3.29, where such
a requirement is essential.

The idea is to first transform the left-hand side of (28) into a linear combination of conju-
gate complete exponential sums. In [6], it is written that by multiplying (28) by “analogous
expressions with the collection of exponents replaced by all possible combinations of their cor-
responding conjugates: ∏

ρm is a conjugate of αm
m=0,...,M

(β0e
ρ0 + β1e

ρ1 + . . .+ βMe
ρM ) = 0”

and then applying Lemma 3.29 (in form of their Challenge 3.11), we can ensure that this will not
convert the left-hand side into an expression for 0. But in order to correctly apply Challenge 3.11
for two such multiples, all the exponents have to be different, and this is obviously not the case
since such a product could contain, for example, two multiples with exponents {ρ0, ρ1, . . . , ρM}
and {ρ0, ρ′1, . . . , ρ′M}. So we have to apply the “amended” by us version of Challenge 3.11,
proved as Lemma 3.29.

To ensure this can be correctly done, let us make one more observation: it is possible that
some αi is a conjugate of αj for some i 6= j in {α0, α1, . . . , αM}. Then we would have a multiple
with exponents {αi, αi = αj , all others}. At first glance, even Lemma 3.29 is not applicable,
but let us note that then such an expression is reduced to . . . (βi + βj)e

αi + . . ., and then we
can reduce any expression of the type β0e

ρ0 +β1e
ρ1 + . . .+βMe

ρM to the expression of the type
b0e

γ0 + . . .+bLe
γL , where {γ0, . . . , γL} ∈ [Q]L and {b0, . . . , bL} are integer linear combinations of

βm’s and γ0, . . . , γL are conjugates of some of {α0, . . . , αM}. Lemma 3.29 can now be properly
applied and we obtain an expression of the type

N∑
n=1

sne
λn = 0, (29)

where λn = ρ0 + ρ1 + . . .+ ρM and hence {λ1, . . . , λN} is conjugate complete by Lemma 3.31,
and sn are integer linear combinations of products of βm’s, and at least one sn is nonzero.

We can rewrite (29), grouping the terms with the same coefficients and expanding it in the
form

κ0E0 + κ1E1 + . . .+ κLEL = 0, (30)

where some Ei might equal some Ej (with κi 6= κj) but all E0, . . . , EL will be conjugate-
complete simple exponential sums. What is important is that since at least one of the sn’s is
not zero then at least one of κ0, . . . , κL will be nonzero. Some κl’s nontheless can be zero, and
by omitting those terms and re-indexing we can assume that without loss of generality, all κl’s
are nonzero.
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Now - the κl’s are algebraic, as integer combinations of algebraic numbers. So our next step
will be to do an analogous multiplication, this time by all conjugates of κl’s∏

γl is a conjugate of κl
l=0,1,...,L

(γ0E0 + γ1E1 + . . .+ γLEL) = 0. (31)

After multiplication and factoring out equal coefficients, we arrive at

η0E0 + η1E1 + . . .+ ηKEK = 0, (32)

where the ηk’s are symmetric polynomials in the βl’s and their conjugates with integer coef-
ficients, and the Ek’s are products of the El’s. Again looking at this product with regard to
Lemma 3.29, we conclude that at least one ηk is nonzero. Also, since the ηk’s are symmetric
polynomials in the βl’s and their conjugates with integer coefficients, we have that all ηk’s are
rational numbers.

By multiplying (32) with the least common denominator of all the ηk’s, without loss of
generality, we may assume that all ηk’s are nonzero integers. Since Ek’s are finite products
of the conjugate complete simple exponential sums El, by Corollary 3.36 we get that each Ek
is a conjugate complete simple exponential sum. As in the special case - Theorem 3.9 - by
regrouping and reindexing (32), we may again assume without loss of generality that all the
exponents in Ek are conjugates of one another (ie are a complete collection of conjugates in the
sense of Definition 3.6). The only thing that remains to be done is to reduce the equation (32)
to the form where, say, E0 = 1.

Case (1). If we are lucky and one Ek is already equal to 1, we may directly apply Theorem 3.9.

Case (2). Now suppose that for all k, we have Ek 6= 1 and let E0 = eν1 + eν2 + . . . + eνJ

and {ν1, . . . , νJ} ⊂ Q \ {0}, with {ν1, . . . , νJ} a complete set of conjugates. Note that if one
νj = 0 then all must be equal to 0, since {ν1, . . . , νJ} is a complete collection of conjugates.
Define E−10 = e−ν1 + e−ν2 + . . .+ e−νJ . Then obviously this is also a conjugate complete simple
exponential sum, because {−ν1, . . . ,−νJ} is a complete collection of conjugates. Hence by
Corollary 3.36, E0E−10 is a conjugate complete simple exponential sum.

E0E−10 = (eν1 + eν2 + . . .+ eνJ )
(
e−ν1 + e−ν2 + . . .+ e−νJ

)
= e0 + e0 + . . .+ e0 + . . . = J + E ′′0 ,

where E ′′0 is some conjugate complete simple exponential sum (because the exponents, by Lemma
3.33, form a complete set of conjugates and e0 = 1 is a conjugate of only itself). Note also that
in (32), for k1 6= k2, each exponent appearing in Ek1 is different from each exponent of Ek2
(because the exponents in each Ek are complete collection of conjugates). This ensures that
when we multiply (32) by E−10 , i.e.

η0E0E−10 + η1E1E−10 + . . .+ ηKEKE−10 = 0, (33)

none of E ′′k = E−10 Ek will contain any e0 terms. Also, we again have that each E ′′k is a conjugate
complete simple exponential sum. Then (33) can be rewritten as

Jη0 + η0E
′′
0 + η1E

′′
1 + . . .+ ηKE

′′
K = 0, (34)

and finally as
β
′
0 + β

′
1e
λ1 + . . .+ β

′
Se

λS = 0, (35)

where {β′0, β
′
1, . . . , β

′
S} ⊂ Z \ {0} and {λ1, . . . , λS} ∈ [Q]S is a complete set of conjugates. Now

we can apply Theorem 3.9 to reach the desired contradiction.
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Having finished this proof, we give some of the more popular consequences of the Lindemann-
Weierstraß Theorem.

3.38 Corollary (Hermite). If α ∈ Q \ {0}, then eα /∈ Q.

Proof. Suppose eα ∈ Q, then eα = β for some β ∈ Q. Then −β+ eα = 0, which contradicts the
Lindemann-Weierstraß Theorem applied for {α, 0} ∈ [Q]2 and {1,−β} ∈ Q \ {0}.

3.39 Note. An interesting direct proof of Hermite for real α is also given by Nesterenko in [23].

3.40 Corollary. If α ∈ Q \ {0}, then eiα /∈ Q.

Proof. Note that iα is also algebraic, so by Corollary 3.38, eiα /∈ Q.

3.41 Corollary (Hermite-Lindemann Theorem). If {α0, α1, . . . , αM} ∈ [Q \ {0}]M+1 and
{β0, . . . , βM} ⊂ Q \ {0}, then the number

M∑
m=0

βme
αm

is transcendental.

Proof. Suppose
∑M

m=0 βme
αm = γ ∈ Q. Define αM+1 = 0 and βM+1 = −γ. Then we have that

M+1∑
m=0

βme
αm = 0,

which contradicts the Lindemann-Weierstraß Theorem applied for {α0, . . . αM+1} ∈ [Q]M+2 and
{β0, . . . , βM+1} ⊂ Q \ {0}.

3.42 Corollary. If α ∈ Q \ {0}, then logα is transcendental.

Proof. Note elogα = α ∈ Q, so logα can’t be algebraic, since this would contradict Hermite’s
Theorem.

3.43 Corollary. If α ∈ Q \ {0}, then {cosα, sinα, tanα} ∩Q = ∅.

Proof. Suppose cosα = β ∈ Q \ {0}. Now,

β = cosα =
eiα + e−iα

2
,

so

−βe0 +
1

2
eiα +

1

2
e−iα = 0,

which contradicts the Lindemann-Weierstraß Theorem applied for {−β, 12 ,
1
2} ⊂ Q \ {0} and

{0, iα,−iα} ∈ [Q]3.

Similarly, we use the identity sinα = eiα−e−iα
2i and assume sinα = β ∈ Q to get a contradic-

tion to Lindemann-Weierstraß for {0, iα,−iα} ∈ [Q]3 and {β, i2 ,
−i
2 }.

If

tanα =
sinα

cosα
=

eiα − e−iα

i(eiα + e−iα)
= β ∈ Q,

then
(iβ − 1)eiα + (iβ + 1)e−iα = 0.

Since α 6= 0, {iα,−iα} ∈ [Q]2, and {iβ− 1, iβ+ 1} ⊂ Q \ {0}, and hence obtain a contradiction
to the Lindemann-Weierstraß Theorem.
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More generally, using the idea that in order to prove sinα, cosα, tanα were transcendental,
we considered some polynomials in different powers of ez, we can prove the following:

3.44 Theorem. Let P (z1, . . . , zK) and Q(z1, . . . , zL) be two nonzero polynomials with integer
coefficients. Let {γ1, . . . , γK} ∪ {η1, . . . , ηL} ⊂ Q. Then the number

β =
P (eγ1 , . . . , eγK )

Q(eη1 , . . . , eηL)

is either rational or transcendental.

3.45 Note. We provide a detailed proof that is only sketched in [6].

Proof. Assume that β ∈ Q \Q. Then we have

βQ(eη1 , . . . , eηL)− P (eγ1 , . . . , eγK ) = 0. (36)

Though some ηl’s might equal some γk’s, the common exponential terms in 36 cannot cancel
out since β is irrational and Q and P are with integer coefficients. Let M ∈ N+ be such that
both {α1, . . . , αM} ⊆ {γ1, . . . , γK} ∪ {η1, . . . , ηL} are all different and M is the number of the
nonzero coefficients in (36) after factoring the common exponential terms. Then (36) can be
rewritten as:

β1e
α1 + . . .+ βMe

αM = 0, (37)

where {α1, . . . , αM} ∈ [Q]M and {β1, . . . , βM} ⊆ Q \ {0}, hence contradicting the Lindemann-
Weierstraß Theorem.

In view of the above Theorem, and the proof of the Lindemann-Weierstraß Theorem which
we provided, we can now see that the Lindemann-Weierstraß Theorem is equivalent to the
following:

3.46 Theorem. If P (z0, . . . , zM ) = b0z0 + . . . + bMzM is a nonzero polynomial with bm ∈ Z
and {α0 . . . , αM} ∈ [Q]M+1, then P (eα0 , . . . , eαM ) 6= 0.

This leads us to the following theorem:

3.47 Theorem. If {α0, . . . , αM} ⊂ Q are Z-linearly independent, then eα0 , . . . , eαM are alge-
braically independent.

In [6], the converse is also given without proof:

3.48 Theorem. Let {α0, . . . , αM} ⊂ Q and eα0 , . . . , eαM be Z-algebraically independent; then
α0, . . . , αM are Z-linearly independent.

Proof. Suppose {α0, . . . , αM} are Z-linearly independent and let {d0, . . . , dm} ⊂ Z\{0} be such
that d0α0 + . . .+ dMαM = 0. Then

d0α0 = −d1α1 − . . .− dMαM ,

so
ed0α0 = e−d1α1−...−dMαM = e−d1α1 . . . e−dMαM ,

hence
(eα0)d0 − (eα1)−d1 . . . (eαM )−dM = 0. (38)

Define the polynomial
P (z0, . . . , zM ) = zd00 − z

−d1
1 . . . z−dMM .

Then (38) becomes
P (eα0 , eα1 , . . . , eαM ) = 0, (39)

a contradiction to the Z-algebraic independence of eα0 , . . . , eαM .
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In fact, Theorem 3.47 can be restated in view of Schanuel’s Conjecture as:

3.49 Theorem. If α0, . . . , αM ∈ Q are Q-linearly independent numbers, then

trdeg(Q (α0, . . . , αM , e
α0 , . . . , eαM )) = M + 1.

3.2 The Gelfond-Schneider Theorem

The Gel’fond-Schneider Theorem provides a solution to Hilbert’s seventh problem: to prove
that whenever α, β ∈ Q with α 6= 0, 1;β /∈ Q , then αβ is transcendental. We note that
αβ = exp(β logα), logα being any logarithm of α. In 1934, the Russian mathematician Alexandr
Gel’fond [11] and the German mathematician Theodor Schneider [29] independently proved
Hilbert’s seventh problem.

3.50 Theorem (The Gel’fond-Schneider Theorem). If α, β ∈ Q \ {0}, α 6= 1, and β is not a
real rational number, then any value of αβ is transcendental.

This formulation can be found in [25].

3.51 Proposition ([27]). The following are equivalent formulations of the Gelfond-Schneider
Theorem:

1. If α, β ∈ Q, α 6= 0, and logα 6= 0, and β is irrational, then αβ = exp(β logα) is
transcendental.

2. If α, β ∈ Q, α, β 6= 0, and if logα, log β are linearly independent over Q, then logα, log β
are linearly independent over Q.

3. If β, λ ∈ C, λ 6= 0, β /∈ Q, then one of the numbers eλ, β, eβλ is transcendental.

For more historical information and a comparison of the proofs of Gel’fond and Schneider,
the interested reader is referred to [40], [38, Chapter 13.7], and [37].

3.3 Baker’s Theorem

In 1966, Alan Baker extended the Gel’fond-Schneider Theorem ([2], [3]), who proved the more
general result that:

3.52 Theorem (Baker’s Theorem). Let α1, . . . , αn ∈ Q \ {0}. If logα1, . . . , logαn are linearly
independent over Q, then 1, logα1, . . . , logαn are linearly independent over Q.

3.4 The Six Exponentials Theorem

The Six Exponentials Theorem is a natural continuation of the Lindemann-Weierstraß–Gel’fond-
Schneider–Baker arc, but does not follow from any of them.

A proof of a special case of the Six Exponentials Theorem is attributed to Siegel in a paper
by L. Alaoglu and P. Erdős [1] in 1944. It states that if px1 , px2 and px3 are rational numbers
for three distinct primes p1, p2, p3, then x is an integer. Over a decade later, two independent
proofs of the Six Exponentials Theorem were published by S. Lang [17, Chapter 2] and K.
Ramachandra [26]. The Six Exponentials Theorem can also be deduced from a much more
general result by Theodor Schneider [30].

3.53 Note. Information and references for this brief historical overview were taken from [38] and
[39].
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3.54 Theorem (Six Exponentials). Let β1, β2 ∈ C be linearly independent over Q, and let
α1, α2, α3 ∈ C also be Q-linearly independent. Then at least one of the six numbers

eα1β1 , eα1β2 , eα2β1 , eα2β2 , eα3β1 , eα3β2

is transcendental (over Q).

3.55 Remark. We note that the conclusion of the Theorem implies that the two functions
eβ1x, eβ2x, which are Q-algebraically independent, cannot simultaneously take algebraic values
over any three distinct, Q-linearly independent points α1, α2, α3. We also note that the method
of proof used was first introduced by Schneider [40]. It uses an auxiliary function of the form

F (z) = P (eβ1z, eβ2z)

for a specific polynomial P . Then, we assume that F (z) has many zeros, and use the Maximum
Modulus Principle to reach a contradiction (again by constructing an integer N which violates
the Fundamental Principle of Transcendental Number Theory).

4 Consequences of Schanuel’s Conjecture

4.1 A Plethora of Conjectures

There are some interesting conjectures, which follow quite easily from Schanuel’s Conjecture.
We will mention a couple of consequences which can be found in [27], filling in details of proofs
and giving some more explanations.

4.1 Conjecture (Gel’fond). If α1, . . . , αn ∈ Q are linearly independent over Q, and β1, . . . , βn ∈
Q \ {0} are such that log β1, . . . , log βn are also linearly independent over Q, then

eα1 , . . . , eαn , log β1, . . . , log βn

are Q-algebraically independent.

4.2 Proposition. Schanuel’s Conjecture (2.1) implies Gel’fond’s Conjecture 4.1.

Proof. We have

trdegQ(Q (eα1 , . . . , eαn , log β1, . . . , log βn))

= trdegQ(Q (eα1 , . . . , eαn , log β1, . . . , log βn)) by Note 1.19
6 2n by Proposition 1.18.

Also,

trdegQ(Q (eα1 , . . . , eαn , log β1, . . . , log βn))

= trdegQ(Q (eα1 , . . . , eαn , log β1, . . . , log βn)) by Note 1.19
> trdegQ(Q (α1, . . . , αn, e

α1 , . . . , eαn , log β1, . . . , log βn, β1, . . . , βn))
> 2n by SC.

Hence, eα1 , . . . , eαn , log β1, . . . , log βn are Q-algebraically independent.

As a special case of Conjecture 4.1, we have:

4.3 Conjecture. [Algebraic Independence of Logarithms [38]] Let β1, . . . , βn ∈ Q\{0} and sup-
pose that log β1, . . . , log βn are Q-linearly independent. Then log β1, . . . , log βn are Q-algebraically
independent.
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We note that Baker’s Theorem 3.52 is a weaker version of Conjecture 4.3.

4.4 Conjecture. If α, β1, . . . , βn ∈ Q, α 6= 0, 1, and 1, β1, . . . , βn are linearly independent over
Q, then logα, αβ1 , . . . , αβn are Q-algebraically independent.

Proof Assuming SC. By assumption on 1, β1, . . . , βn, we have that logα, β1 logα, . . . , βn logα
are linearly independent over Q, hence, by Schanuel’s Conjecture,

trdegQ(Q
(

logα, β1 logα, . . . , βn logα, α, αβ1 , . . . , αβn
)

) > n+ 1.

Since by assumption α, β1, . . . , βn ∈ Q, then we must have that logα, αβ1 , . . . , αβn are Q-
algebraically independent, which in turn implies their algebraic independence over Q.

In fact, even some special cases of Conjecture 4.4 are still open, for example Conjecture 2.2
from the beginning of this dissertation. When n = 1 we have:

4.5 Conjecture. If α, β ∈ Q, α 6= 0, 1, and β /∈ Q, then logα, αβ are algebraically independent
over Q.

Lang and Ramachandra independently stated special cases of yet another conjecture which
follows from Schanuel’s Conjecture:

4.6 Conjecture (Lang and Ramachandra). If α1, . . . , αn are Q-linearly independent, and β is
a transcendental number, then

trdegQ(Q
(
eα1 , . . . , eαn , eα1β, . . . , eαnβ

)
) > n− 1.

Another interesting consequence is:

4.7 Conjecture. The numbers

e, eπ, ee, ei, π, ππ, πe, πi, 2π, 2e, 2i, log π, log 2, log 3, log log 2, (log 2)log 3, 2
√
2

are Q-algebraically independent (and, in particular, they are transcendental).

Space constraints prevent us from providing a proof of the implication, but it can be found
in [27, pg 326].

We now turn to a conjecture by Lang, for which we need a preliminary definition.

4.8 Definition. We define the field E by transfinite induction on the ordinals:

1. E0 = Q,

2. En+1 = En (ex : x ∈ En),

3. E = Eω =
⋃
n6ω En

4.9 Note. For ordinals α > w, Eα = E. In particular, Eω+1 = Eω (ex : x ∈ Eω) = E (ex : x ∈ E) =
E.

4.10 Proposition. Schanuel’s Conjecture implies that π /∈ E.

4.11 Note. This Proposition is stated in [27], and is a corollary to a more general result proved
in [8]. We use their ideas to give a direct proof of Proposition 4.10, making a couple of notes
from a Set-Theoretic point of view.
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Proof. By contradiction: suppose that π ∈ E. Then there is an n ∈ N such that π ∈ En.
By strong induction on n, we show that for all n, π /∈ En.
For the base case, we note that π /∈ E0 = Q by Corollary 2.4.
For the inductive hypothesis, suppose that (1) π ∈ En+1, that π /∈ Em for all m 6 n, and

that (2) for all m < n, we have Em+1 = Q (exp(Em)). Then π ∈ En+1 = En (ex : x ∈ En), so π
is algebraic over En (ex : x ∈ En).

π ∈ En+1

= En (ex : x ∈ En) by definition

= Q (exp(En−1)) (exp(En)) by IH, part (2)

= Q (exp(En−1)) (exp(En)) by theory of extension fields

= Q (exp(En−1)) Since En−1 ⊆ En.

So π ∈ Q (exp(En−1)), so π is algebraic over Q (exp(En−1)). We will now show that there is a
finite An ⊆ En such that π is algebraic over Q (exp(An)). Since π ∈ En+1 = Q (exp(En−1)),
there is a polynomial F ∈ Q(exp(En−1))[x], F (x) = a0 + . . . amx

m such that F (π) = 0.
Now, ai = α1e

βi1 + . . . + αre
βiri for some {β1, . . . , βr, α1, . . . , αr} ∈ En, not necessarily

nonzero or distinct. So, taking An =
⋃
{βi1, . . . , βiri : i = 1, . . . ,m} we get that π is algebraic

over Q (An).
By similar arguments, this time applied to the elements of An ⊆ En, one obtains a finite

subset An−1 ⊆ En such that all elements of An are algebraic over Q (exp(An−1)), and since N
is bounded below by 0, after finitely many (actually, n many) steps we reach a finite A0 ⊂ Q
such that A1 is algebraic over Q (exp(A0)).

Now we take A = ∪k6nAk ⊆ Q (exp(An)). By the theory of extension fields, we may take
B ⊆ A such that {eb : b ∈ B} is a transcendence basis of Q (exp(An)). Then {π} ∪ B are Q-
linearly independent (since π /∈ Ek, ∀k 6 n by inductive hypothesis, part (1), and also since the
algebraic independence of B implies its linear independence), and so, since i is also algebraic,
{iπ} ∪B are Q-linearly independent.

So we may apply Schanuel’s Conjecture, and, recalling that eiπ = −1 ∈ Q, obtain

trdegQQ ({iπ} ∪B ∪ exp(B)) > |B|+ 1.

On the other hand, since B ⊆ A and exp(B) is a transcendence basis of Q (exp(A)), we have
that

trdegQQ ({iπ} ∪B ∪ exp(B)) = trdegQQ ({iπ} ∪B ∪ exp(A))

= trdegQQ (exp(A))

= trdegQQ (exp(B))

6 |B|,

since {eb : b ∈ B} is a transcendence basis of Q (exp(An)).
Hence, we have reached the required contradiction. Hence π /∈ En+1, which concludes the

proof.

4.12 Definition. We define the field L by

1. L0 = Q,

2. Ln+1 = Ln (log x : x ∈ En),

3. L = Lω =
⋃
n<ω Ln,
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again noting that Lω+1 = L.

4.13 Definition. Let F ⊃ K be a field extension and K ⊆ F1, F2 ⊆ F be two subextensions.
We say they are linearly disjoint over K if and only if whenever {x1, . . . , xn} ⊂ F1 is linearly
independent over K, then {x1, . . . , xn} is also linearly independent over F2.

Now, in [8], one may find a proof of this very interesting Theorem, based on an exercise
from Lang [17]:

4.14 Theorem (Lang’s Exercise). Schanuel’s Conjecture implies that the fields E and L are
linearly disjoint over Q.

Due to space limitations, we will omit the proof, but provide some interesting corollaries,
which can be found in [36].

4.15 Corollary. Schanuel’s Conjecture implies that:

1. L ∩ E = Q;

2. π /∈ E (Proposition 4.10+Theorem 4.14) and e /∈ L (proof similar to that of Proposition
4.10);

The following corollary to 4.14 is interesting in light of Conjectures 4.3 and 4.7:

4.16 Corollary. Schanuel’s Conjecture implies that:

1. π, log π, log log π, . . . are algebraically independent over E;

2. e, ee, ee
e
, . . . are algebraically independent over L;

4.2 Chow’s Interesting Result

We note that the Hermite-Lindemann Theorem (2.3) can be restated as:

4.17 Theorem. The only solution to equation

eα = β (40)

in the algebraic numbers is α = 0, β = 1.

We know that equation (40) has many solutions for α, β ∈ C. But can we do better in
narrowing down the domain over which it still has solutions? A natural idea would be to take
Q and close it with respect to taking exp and log, which leads us to the following definition:

4.18 Definition ([9]). A subfield F of C is closed under exp and log if (1) exp(x) ∈ F for
all x ∈ F and (2) log(x) ∈ F for all nonzero x ∈ F , where log is the branch of the natural
logarithm function such that −π < Im(log x) 6 π for all x. The field E of EL numbers is the
intersection of all subfields of C that are closed under exp and log.

Now, let us make the question a bit more specific: rather than considering pairs (α, β), we
consider the special case when α = −β, so now we ask whether the equation

α+ eα = 0 (41)

has a real root in E. In [9], Timothy Chow claims that the Conjecture we have just stated is
still unsolved:
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4.19 Conjecture (Chow). The real root R of α+ eα = 0 is not in E.

4.20 Notation. We denote by A = (α1, α2, . . . , αn) a finite sequence of complex numbers.

4.21 Theorem. Schanuel’s Conjecture implies that the real root R of α+ eα = 0 is not in E.

4.22 Definition. A tower is a finite sequence A = (a1, . . . , an) of nonzero complex numbers
such that for all 1 6 i 6 n, there exists an mi ∈ N+ such that amii ∈ Q [a1, e

a1 , . . . , ai−1, e
ai−1 ]

or eaimi ∈ Q [a1, e
a1 , . . . , ai−1, e

ai−1 ] (or both). A tower is called reduced if the set {ai} is
linearly independent over Q. If β ∈ C, then a tower for β is a tower (a1, . . . , an) such that
β ∈ Q [a1, e

a1 , . . . , an, e
an ]

4.23 Note. We have reworked the proof of Theorem 4.21, providing our own proof for the
assertion that there is a tower for all elements of E which uses an inductive construction of
E mentioned by Chow (but not used afterwards), and completely restructured the rest of the
proof, so as to make it more concise.

Proof. Assume Schanuel’s Conjecture, and assume for a contradiction that R ∈ E. We prove
the Theorem in several stages.

Claim (1). There is a tower for R.

First, we will show that E can be inductively constructed from countably many sets En,
and then we will prove the more general claim that there is a tower for any element of E, by
induction on the ‘least level’ EN at which the element appears.

We define the sets En as follows:

E0 ={0}
En+1 =En ∪ {z1 ∗ z2 : z1, z2 ∈ En, ∗ ∈ {+,−, .}}

∪
{
z1
z2

: z1, z2 ∈ En, z2 6= 0

}
∪ {log z : z ∈ En \ {0}}
∪ {ez : z ∈ En}

So the elements of En+1 are obtained from those of En by applying one field operation to
z1, z2 ∈ En, or by taking exp or log of an element of En. Then E =

⋃
n∈N En.

Indeed, E ⊆
⋃
n∈N En, since E is defined as the intersection of all subfields of C closed under

exp and log and
⋃
n∈N En is obviously such a subfield.

Also,
⋃
n∈N En ⊆ E. For suppose that

⋃
En \ E 6= ∅. Then there exists an N ∈ N with

EN \ E 6= ∅. Since N is well-ordered, without loss of generality we can take N to be the least
such. Now, let z ∈ En \ E and note that by leastness of N , z /∈ EN−1. Then z was obtained
either by a field operation on EN−1 or by taking exp or log of an elements of En−1. Since z /∈ E
but EN−1 ⊆ E, the former would contradict E being a field, and the latter would contradict E
being closed under exp and log. Hence E ⊇

⋃
En.

Note that by the well-ordering of N, we have that for z ∈ E, there is a least N ∈ N such
that z ∈ EN . We use induction on this least N to construct a tower for z ∈ E.

For the base case, if N = 0, E0 = {0}, so z = 0 ∈ Q, and so we can take the ‘null sequence’.
For the inductive step, suppose that for every n 6 N , we have a tower for all k ∈ En.

Consider EN+1 and let z ∈ EN+1 \ EN .
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Case. If z is obtained via a field operation applied to z1, z2 ∈ EN , then by inductive hypothesis,
there exist towers A = (a1, . . . , ak), and B = (b1, . . . , bl) for z1, z2 respectively. Then we define
the tower C for z by C = (a1, . . . , ak, b1, . . . , bl). To check the tower condition is satisfied
at the boundary between ak and bl, we note that since B is a tower, there is an m1 ∈ N+

such that either bm1
1 ∈ Q or eb1m1 ∈ Q, and moreover Q ⊆ Q (a1, e

a1 , . . . , ak, e
ak). So z1, z2 ∈

Q
(
a1, e

a1 , . . . , ak, e
ak , b1, e

b1 , . . . , bl, e
bl
)
, and since z was obtained from z1 and z2 by a field

operation, it is also in the field Q
(
a1, e

a1 , . . . , ak, e
ak , b1, e

b1 , . . . , bl, e
bl
)
.

Case. If z is obtained from EN by taking expx for x ∈ EN , with A = (a1, . . . , ak) a tower for x,
then the tower for z is B = (a1, . . . , ak, log z). Indeed, log z = x ∈ Q (a1, e

a1 , . . . , ak, e
ak), and

z = elog z ∈ Q
(
a1, e

a1 , . . . , ak, log z, elog z
)
.

Case. If z is obtained from EN by taking log x for some x ∈ EN , with A = (a1, . . . , ak) a tower
for x, then the tower for z is B = (a1, . . . , ak, z), since ez = elog x = x ∈ Q (a1, e

a1 , . . . , ak, e
ak),

and z ∈ Q (a1, e
a1 , . . . , ak, e

ak , z, ez).

This concludes the inductive step of the proof.
Now, since R ∈ E, our claim shows that there is a tower for R, say A = (a1, . . . , an). In

order to use Schanuel’s Conjecture on the extension field Q (a1, e
a1 , . . . , ak, e

ak), we need for the
set {ai} to be linearly independent, i.e. we need to find a reduced tower for R. This motivates
our next claim:

Claim (2). There is a reduced tower for R.

If R ∈ Q, then as before, we may take the tower B to be the empty sequence.
If R ∈ E\Q, then we suppose that every tower for R is not reduced, and take B = (b1, . . . , bn)

to be the ‘shortest’ such (so n = min{m ∈ N : C = (c1, . . . , cm) is a tower for R} > 1, since
R /∈ Q). We will construct a shorter tower for R, hence reaching a contradiction. We define

i = min{k : {b1, . . . , bk} is Q-linearly dependent}.

So there are rational numbers
pj
qj

in lowest terms, such that

bi =
i−1∑
j=1

pj
qj
bj . (42)

We will now show that the sequence

B′ =

(
b1
q1
,
b2
q2
, . . . ,

bi−1
qi−1

, bi+1, . . . , bn

)
is a tower for R.

Claim (3). The sequence (
b1
q1
,
b2
q2
, . . . ,

bi−1
qi−1

)
is a tower.

Note that the proper initial segment of a tower B is also a tower.
We first show that for all j 6 i− 1,

Q
(
b1, e

b1 , . . . , bj , e
bj
)
⊆ Q

(
b1
q1
, e

b1
q1 , . . . ,

bj
qj
, e

bj
qj

)
. (43)

Let j ∈ {1, . . . , i − 1}, z ∈ Q
(
b1, e

b1 , . . . , bj , e
bj
)
. Then z can be expressed as a function

f(x1, . . . , x2j) with rational coefficients, evaluated at the n-tuple (b1, e
b1 , . . . , bj , e

bj ). Since
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bk =
(
bk
qk

)
qk and eak = e

(
ak
qk

)
qk for all k 6 i − 1, z can also be expressed as a function with

rational coefficients, evaluated at b1
q1
, e

b1
q1 , . . . ,

bj
qj
, e

bj
qj , so

z ∈ Q
(
b1
q1
, e

b1
q1 , . . . ,

bj
qj
, e

bj
qj

)
.

Hence, inclusion (43) holds.
Now, for j ∈ {1, . . . , i− 1} we have two cases:

Case (1). There is an mj ∈ N+ with b
mj
j ∈ Q

(
b1, e

b1 , . . . , bj−1, e
bj−1

)
. Then(

bj
qj

)mj
∈ Q

(
b1, e

b1 , . . . , bj−1, e
bj−1

)
⊆ Q

(
b1
q1
, e

b1
q1 , . . . ,

bj−1
qj−1

, e
bj−1
qj−1

)
.

Case (2). There is an mj ∈ N+ with ebjmj ∈ Q
(
b1, e

b1 , . . . , bj−1, e
bj−1

)
. Then

e

(
bj
qj

)
(qjmj)

= ebjmj ∈ Q
(
b1, e

b1 , . . . , bj−1, e
bj−1

)
⊆ Q

(
b1
q1
, e

b1
q1 , . . . ,

bj−1
qj−1

, e
bj−1
qj−1

)
.

So we may take m
′
j = mjqj , so either

(
bj
qj

)m′j
∈ Q

(
b1
q1
, e

b1
q1 , . . . ,

bj−1
qj−1

, e
bj−1
qj−1

)
,

or

e

(
bj
qj

)
m
′
j ∈ Q

(
b1
q1
, e

b1
q1 , . . . ,

bj−1
qj−1

, e
bj−1
qj−1

)
,

hence verifying that
(
b1
q1
, b2q2 , . . . ,

bi−1

qi−1

)
is a tower.

Now, we return to proving the claim that

B′ =

(
b1
q1
,
b2
q2
, . . . ,

bi−1
qi−1

, bi+1, . . . , bn

)
is a tower for R. We will do this by showing

Q
(
b1, e

b1 , . . . , bi, e
bi
)
⊆ Q

(
b1
q1
, e

b1
q1 , . . . ,

bi−1
qi−1

, e
bi−1
qi−1

)
.

By equation (42), we have that

bi ∈ Q
(
b1
q1
, e

b1
q1 , . . . ,

bi−1
qi−1

, e
bi−1
qi−1

)
, (44)

so

ebi = e
∑i−1
j=1

pj
qj
bj

=

i−1∏
j=1

e

(
bj
qj

)
pj
.

Thus ebi is a monomial in e
b1
q1 , . . . , e

bi−1
qi−1 , so

ebi ∈ Q
(
b1
q1
, e

b1
q1 , . . . ,

bi−1
qi−1

, e
bi−1
qi−1

)
. (45)
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Now note that by our third Claim,

Q
(
b1, e

b1 , . . . , bi−1, e
bi−1

)
⊆ Q

(
b1
q1
, e

b1
q1 , . . . ,

bi−1
qi−1

, e
bi−1
qi−1

)
,

so combining this with (44) and (45), gives us

Q
(
b1, e

b1 , . . . , bi, e
bi
)
⊆ Q

(
b1
q1
, e

b1
q1 , . . . ,

bi−1
qi−1

, e
bi−1
qi−1

)
.

Since the towers B and B′ share the tail from i+ 1 onwards, we have that B′ is indeed a tower
for R. Moreover, it is of length n − 1 < n = min{m ∈ N : C = (c1, . . . , cn) is a tower for R},
hence reaching the required contradiction.

Note that by Hermite, eR = −R implies that R cannot be algebraic, and hence is transcen-
dental.

So, if A = (a1, . . . , an) is a reduced tower for R, we have that the length of A is at least
1. Without loss of generality, we may assume that R /∈ Q (a1, e

a1 , . . . , ai, e
ai) for i < n (for the

well-ordering of N implies there is a least N ∈ N for which (a1, . . . , aN ) is a tower for R).
Define A′ = (a1, . . . , an, R). Then R ∈ Q (a1, e

a1 , . . . , an, e
an), and since eR is the additive

inverse of R by definition of R, we have eR ∈ Q (a1, e
a1 , . . . , an, e

an), as well.

Claim (4). If A′ = (a1, . . . , an) is a reduced tower, then exactly one of an and ean is algebraic
over Q (a1, e

a1 , . . . , an−1, e
an−1).

By definition of a tower, we have that at least one of the number an and ean is algebraic
over Q (a1, e

a1 , . . . , an−1, e
an−1), so trdeg(Q (a1, e

a1 , . . . , an, e
an)) 6 n.

On the other hand, since the set {a1, . . . , an} is linearly independent over Q, Schanuel’s
Conjecture implies that the transcendence degree of Q (a1, e

a1 , . . . , an, e
an) is at least n, so at

most one of an and ean is algebraic over Q (a1, e
a1 , . . . , an, e

an).
Applying Claim 4 to the tower A′, we get that A′ cannot be a reduced tower; however,

A ⊂ A′ is, so

R =
n∑
i=1

piai
qi

, (46)

for some pi, qi ∈ Z, qi 6= 0. Since R /∈ Q (a1, e
a1 , . . . , ai, e

ai) for i < n, we have that pn 6= 0.
So, substituting (46) into the equation for R gives us

n∑
i=1

piai
qi

+

n∏
i=1

(
e
ai
qi

)pi
(47)

Defining A′′ =
(
a1
q1
, . . . , anqn

)
and using the same argument as before, we see that A′′ is also a

tower for R, and inherits its linear independence from A.
But pn 6= 0, so (47) implies that an

qn
is algebraic over Q (a1, e

a1 , . . . , an−1, e
an−1) if and only

if e
an
qn is. But we have seen that Schanuel’s Conjecture and the definition of a tower show that

exactly one of these must be algebraic, which is the desired contradiction.
Hence R /∈ E.

In fact, Schanuel’s Conjecture implies a stronger result, due to Lin [19]:

4.24 Theorem. Schanuel’s Conjecture implies that whenever f(x, y) ∈ Q[x, y] is an irreducible
polynomial and f(α, exp(α)) = 0 for some α ∈ C \ {0}, then α /∈ L, where L is the smallest
algebraically closed subfields of C that is closed under exp and log.

However, the proof is more involved than that of the elegant partial version we have shown.
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4.3 More Consequences

A curious result is given by Sondow [31]:

4.25 Theorem. Assuming Schanuel’s Conjecture, let z, w ∈ C \ {0, 1}. If both zw, wz ∈ Q,
then z and w are either both rational or both transcendental.

There is another very interesting consequence of Schanuel’s Conjecture by Guiseppina Terzo
[32], concerning algebraic relations among the elements of the exponential ring (C, ex). Let us
first give the formal definition, found in [32]:

4.26 Definition. An exponential ring is a pair (R,E) with R a commutative ring with 1 and
E : R → U(R) a morphism of the additive group of R into the multiplicative group of units of
R satisfying E(x+ y) = E(x).E(y) for all x, y ∈ R, and E(0) = 1.

So, intuitively, E plays the role of the exponential function in the commutative ring R. For
her result, Terzo uses a more general version of Schanuel’s Conjecture, which holds for any
exponential ring:

4.27 Conjecture (Schanuel’s Condition). An exponential ring R satisfies Schanuel’s Condition
if R is a characteristic 0 domain and whenever α1, . . . , αn in R are linearly independent over
Q, the ring Z[α1, . . . , αn, E(α1), . . . , E(αn)] has transcendence degree at least n over Q.

We recall that:

4.28 Definition. [28] The characteristic of a field K is the smallest positive integer n with the
property nx = 0 for all x ∈ K, and it is zero if no such n exists.

With these preliminaries in mind, Terzo’s result states:

4.29 Theorem. Assuming Schanuel’s Conjecture, there are no further relations between π and
i except the known ones, eiπ = −1 and i2 = −1.

5 Overview of Zilber’s Result and Applications of Schanuel’s
Conjecture in Model Theory

“It’s always a pleasure to introduce ideas from model theory to people who do real
mathematics.” Professor Boris Zilber

In a paper published in 2005 [44], Boris Zilber provided a fascinating, novel approach to thinking
about Schanuel’s Conjecture: he used a model-theoretic construction to introduce a function
called pseudoexponentiation, which is a map from the additive group of the underlying field
to its multiplicative group, and behaves much like ‘real’ exponentiation. To be more precise,
he showed that there is a sentence Φ in a certain infinitary language L = {+, ., E, 0, 1} about
algebraically closed exponential fields such that Φ has a unique model of power κ for each
uncountable cardinal κ.

For the exact Theorem, we need a preliminary definition:

5.1 Definition. Let X ⊆ K be finite. We define a dimension

∂(X) = sup{trdeg(Y ∪ E(span(Y ))− lindim(Y ) : X ⊆ Y is finite}

and a closure operator
cl(X) = {a : ∂(X) = ∂(Xa)}.
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Thus, Zilber’s Theorem may be stated as:

5.2 Theorem ([44]). For all uncountable cardinals κ, there is a unique model of Φ of cardi-
nality κ. If (K,+, ., E) � Φ, then every definable subset of K is countable or with countable
complement. If A ⊆ K is finite and a, b /∈ cl(A) there is an automorphism of K taking a to b.

Moreover, if (K,+, ., E) � Φ, then (K,+, ., E) satisfies the following five axioms (from [42]):

Axiom (EXP). We have:

E(x1 + x2) = E(x1).E(x2)

ker(E) = πZ, some π ∈ K.

Axiom (SCH).
trdeg(X ∪ E(X))− lindim(X) > 0,

where lindim(X) is the maximal size of a linearly independent subset (linear dimension).

Axiom (EC). For any non-overdetermined irreducible system of polynomial equations

P (x1, . . . , xn, y1, . . . , yn) = 0

there exists a generic solution satisfying

yi = E(xi) i = 1, . . . , n.

Axiom (CC). Analytic subsets of Kn of dimension 0 are countable.

Axiom (ACF0). Axioms for algebraically closed fields of characteristic 0.

Further, Zilber conjectured that:

5.3 Conjecture. The field of complex numbers with exponentiation, Cexp, is isomorphic to the
unique field with exponentiation KE of cardinality 2ℵ0.

5.4 Note. We used material from [42], [22], and [15] for this overview.

Space limitations prevent us from surveying some more model-theoretic consequences of
Schanuel’s Conjecture. The interested reader is reader is refered to [21, Chapter 3.4],[43], and
[33], and we state one interesting and one very important result, which answers a question by
Tarski ([21]):

5.5 Theorem (interesting result). [16] There are at most countably many essential counterex-
amples to Schanuel’s Conjecture.

5.6 Theorem. [20] Schanuel’s Conjecture implies that the real field with exponentiation, Rexp,
is decidable.

6 Conclusion

We have seen that many central and interesting theorems and conjectures from a variety of
areas follow from Schanuel’s Conjecture. Transcendental Number Theory provides the natural
setting for this conjecture, where natural, but also conjectural, generalisations, follow readily
from Schanuel’s. Model Theory not only gives unexpected applications of the Conjecture, in
light of Tarski’s question, but also provides the promise of a proof, or at least more grounds for
faith in Schanuel’s Conjecture, via Zilber’s pseudoexponentiation.
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Preuß. Akad. Wiss. zu Berlin, 2:1067–1085, 1885.

[42] Boris Zilber. On transcendental number theory, classical analytic functions and Diophan-
tine geometry. http://www.phil.uu.nl/~iemhoff/Beauty/ZilberDay.pdf. Online re-
source.

[43] Boris Zilber. Exponential sums equations and the Schanuel conjecture. Journal of the
London Mathematical Society, 65:27–44, 2002.

[44] Boris Zilber. Pseudo-exponentiation on algebraically closed fields of characteristic zero.
Annals of Pure and Applied Logic, 132(1):67–95, 2005.

40


